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Issues included in this discussion
• Aerodynamic calculations 

at transonic conditions

• Time-accurate solution of 
unforced system cases

• Variation in unforced 
distribution due to analyst 
choice and/or post-
processing

• Aeroelastic simulations

• Time domain simulation 
guidelines from literature 

• Convergence experiences 
with BSCW

Variation observed in 
comparisons for AePW-1

Variation observed by 
running a time-accurate 
simulation

Variations in flutter 
simulations based on 
temporal parameter 
choices



Issues

• Aerodynamic calculations at transonic conditions

• Time-accurate solution of unforced system cases

• Variation in unforced distribution due to analyst choice and/or post-processing

• Aeroelastic simulations
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Revisiting some points from the first workshop:
Steady pressure distribution results
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Experimental data
Bounds, ± 2 std

Colored lines with open symbols:
• Each analysis team shown by a separate color
• Each grid size shown by a different symbol

Values submitted were either the last point from steady non-time-accurate analysis 
OR the mean value from the forced oscillation case
Large variation in upper surface shock location:  ~ 20% of the chord



Revisiting some points from the first workshop:
Steady pressure distribution results

The medium grid analysis results generated using FUN3D are highlighted below

Last point of the steady analysis
Mean value of the 1 Hz forced oscillation case

Upper Surface Lower Surface



Revisiting some points from the first workshop:
Steady pressure distribution results

The medium grid analysis results generated using FUN3D are highlighted below
This is the last point of the steady analysis



Running the solution for 35000 iterations illustrated that the 
solution never stabilizes to a fixed value at this condition



Was the variation due to user selection of data submitted?  
i.e moment at which each analyst chose to stop their solution? 

The range of the 
simulation results is 
approximately half of 
the range of variation 
observed among all of 
the computational 
results submitted
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Time step Guidelines from FUN3D developers

tchr=chord/Velocity 16

Flutter is around 4 Hz:

~ 1 / 4 cycles/sec =0.25

Nyquist requires 2 

samples/cycle, so ½ of this: = 

0.125 sec

Highest mode is around 5 Hz:

~ 1 / 5 cycles/sec =0.2

Nyquist requires 0.1 sec

t* is physical time;  t is non-dimensional time; t = t* a*

Case V
(in/sec)

tchr (sec)

1 4648 0.0034

2 4508 0.0035

3 5628 0.0028

Taken from:
FUN3D v12.7 Training
Session 16: Aeroelastic 
Simulations
Bob Biedron, June 2015

Applying these guidelines to
AePW-2 analyses



Suggested rule of thumb from Spalart:

“A CFL number of approximately 1 is necessary for accurate prediction 
of large eddies, which is  a requirement in both grid spacing and time 
step”

max/ Utxo 

oxwhere             is the grid spacing in the LES focus region and            is the 
maximum velocity in that region

maxU



CFL number

• Courant-Friedrichs-Lewy (CFL) condition

• A stability criterion for hyperbolic equations

• From CFD Online Wiki:

• … for example, if a wave is moving across a discrete spatial grid and we want 
to compute its amplitude at discrete time steps of equal length then this length 
must be less than the time for the wave to travel to adjacent grid points

• When the grid point separation is reduced, the upper limit for the time step 
also decreases

• Courant number, C: (for 1-dimensional case)
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CFL number comments from 
Cummings, Morton & McDaniel

• If the CFL number or the Courant number is less than 1, the grid and time step are 
sufficiently sized to capture flow phenomena that occur at the given velocity.  A 
very small Courant number may indicate that the time steps are being wasted and 
could be made longer.

• If the CFL number is greater than 1, the time step is too large relative to the grid 
size.
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Translating and interpreting

• The items on the past few slides say:

You can’t capture flow structures that are moving 
across the airfoil (or your grid) faster than you have set 
your time step (and grid) to observe. 

• In aeroelasticity, we consider the reduced frequency which relates the 
movement (velocity) of the wing relative to the movement (velocity) 
of the freestream air.  We generally think of the airfoil as a single 
unsteady entity, so we use the wing semi-chord as our reference 
geometric length instead of a single aerodynamic element. 

• In the simulations, we are trying to capture the details of the unsteady 
flow as the flow structures cross the individual aerodynamic elements, 
sometimes.



Conclusions from Cummings, Morton and McDaniel
Jen’s comments (circa 2012)
•I concur with most of the points that I fully understand (points 1,2,3,5,6,9)
•Point 4:  why 10 cycles? What tells them that 10 cycles is a good number?  
I like that they gave CFD boys a rough order of magnitude and it wasn’t 1 
cycle, which is what CFD boys generally seem to think that they need.  This 
number will likely depend on the quality of the information (e.g. noise 
content of the data signal and the ratio of the “information” to the noise 
floor), the complexity of the flow field, the sinusoidality (sinusoidness?) of 
the phenomena…  but as estimates go, this doesn’t seem like a bad one.  I 
like 30 ensembles, and if we consider each ensemble to contain 1 full cycle 
and we use 2/3 of a cycle overlap, we get 28 segments.  So, I  like the 
number (10’ish cycles) based on reduced uncertainty in the FRF 
calculations, but I don’t have a number wrt what the uncertainty is 
reduced to.  I really should do that calculation…
•Comment regarding point  9:  integrating over a fluctuating flow field isn’t 
necessarily going to capture the fluctuation itself.  We use integration a lot 
of times to “integrate out” the variations, fluctuations, unsteadiness.  So, 
examining individual elemental quantities should be used to produce 
much richer frequency content and capture the details of the flow 
structure.  
•Items outside my area of expertise: points 7,8,10

In the interim (2012-2015) , we have endeavored to improve our 
understanding of points 7, 8 and 10
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FUN3D

• Backwards Difference Scheme, 2nd order optimized is used in all 
calculations

• Dual time-stepping approach

• Performed brute force convergence studies

• No sensitivity analyses available in FUN3D for aeroelastic simulations

• How did we determine when we were at a converged solution?

• What output parameters should be examined to determine that you 
have refined the temporal parameters “sufficiently”?



FUN3D implementation of temporal error 
assessment

• Estimate the temporal error incurred at each time step 

Do this by calculating the residual contribution with 2 
different levels of approximations of the time 

derivatives.  

• Specify a percentage of the temporal error norm to use as 
an exit criteria for the subiteration process.



Temporal convergence studies were done for Case 2

Case 1 Case 2 Optional Case 3

A B C

Mach 0.7 0.742 0.85 .85 .85

Angle of 

attack

3° -0° 5° 5° 5°

Dynamic

Data Type

Forced 

oscillation

Flutter Unforced Unsteady  Forced Oscillation Flutter

Notes: • Attached 

flow solution. 

• Oscillating 

Turn Table 

(OTT)

experimental 

data.

• R-134a

• Pitch and 

Plunge 

Apparatus 

(PAPA) 

experimental 

data. 

• R-12

• Separated flow 

effects.

• Oscillating Turn 

Table (OTT)

experimental data.

• R-134a

• Separated flow 

effects.

• Repeat of AePW-1

• Oscillating Turn 

Table (OTT)

experimental data.

• R-134a

• No experimental data 

for comparison.

• Separated flow 

effects on aeroelastic

solution.

• R-134a



Time step Guidelines from FUN3D developers

tchr=chord/Velocity 16

Flutter is around 4 Hz:

~ 1 / 4 cycles/sec =0.25

Nyquist requires 2 

samples/cycle, so ½ of this: = 

0.125 sec

Highest mode is around 5 Hz:

~ 1 / 5 cycles/sec =0.2

Nyquist requires 0.1 sec

t* is physical time;  t is non-dimensional time; t = t* a*

Case V
(in/sec)

tchr (sec)

1 4648 0.0034

2 4508 0.0035

3 5628 0.0028

Taken from:
FUN3D v12.7 Training
Session 16: Aeroelastic 
Simulations
Bob Biedron, June 2015

Applying these guidelines to
AePW-2 analyses



Summary of temporal parameters for FUN3D analyses

Time step size CRITERIA

Resolve 

structural 

dynamic mode of 

5 Hz

Resolve flow 

structures on 

time scale of 

flow past 

airfoil, tchr

=0.0035

DT dt 0.0035

Non

Dimen

sional physical

samples / 5 Hz 

cycle tchr / dt

(-) (sec/sample) (N) (N)

1 121.88 0.02 10 0.175
2 60.94 0.01 20 0.350
3 24.38 0.004 50 0.875
4 21.2 0.00348 57 1.006
5 20 0.00328 61 1.066
6 15.23 0.0025 80 1.400
7 12.19 0.002 100 1.750
8 7.62 0.00125 160 2.800
9 6.09 0.001 200 3.500

10 3.05 0.0005 400 7.000
11 1.22 0.0002 1000 17.500
12 0.12 0.00002 10000 175.000
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N

Time step choice number

Criteria Achieved for Time Steps Chosen

The time step size that was used for the “fine” time 
step for FUN3D analysis is overly sufficient for 
resolving the structural dynamic modes, but may fall 
short of being able to resolve small flow structures



Varying time step size at 
the experimental flutter 
condition: q = 168.8 psf; 
25 subiterations per global 
time step

Time step size CRITERIA

Resolve structural 

dynamic mode of 5 

Hz

Resolve flow 

structures on 

time scale of 

flow past airfoil, 

tchr =0.0035

DT dt 0.0035

Non

Dimen

sional physical samples / 5 Hz cycle tchr / dt

(-) (sec/sample) (N) (N)

1 121.88 0.02 10 0.175

2 60.94 0.01 20 0.350

3 24.38 0.004 50 0.875

4 21.2 0.00348 57 1.006

5 20 0.00328 61 1.066

6 15.23 0.0025 80 1.400

7 12.19 0.002 100 1.750

8 7.62 0.00125 160 2.800

9 6.09 0.001 200 3.500

10 3.05 0.0005 400 7.000

11 1.22 0.0002 1000 17.500

12 0.12 0.00002 10000 175.000



Varying time 
step size at
152 psf; 15 
subiterations per 
global time step

Time step size CRITERIA

Resolve structural 

dynamic mode of 5 

Hz

Resolve flow 

structures on 

time scale of 

flow past airfoil, 

tchr =0.0035

DT dt 0.0035

Non

Dimen

sional physical samples / 5 Hz cycle tchr / dt

(-) (sec/sample) (N) (N)

1 121.88 0.02 10 0.175

2 60.94 0.01 20 0.350

3 24.38 0.004 50 0.875

4 21.2 0.00348 57 1.006

5 20 0.00328 61 1.066

6 15.23 0.0025 80 1.400

7 12.19 0.002 100 1.750

8 7.62 0.00125 160 2.800

9 6.09 0.001 200 3.500

10 3.05 0.0005 400 7.000

11 1.22 0.0002 1000 17.500

12 0.12 0.00002 10000 175.000



Prediction of flutter demonstrated to be strongly a 
function of  temporal parameter choices

UNSTABLE
STABLE

• Medium Grid
• Fixed number of subiterations (25)
• UNSTABLE for time steps > 0.004 sec
• STABLE for time steps < 0.004 sec

Refinement later showed that the neutrally 
stable time step at this dynamic pressure is 
dt = 0.0035 sec (DT = 21.2)
Interestingly, but likely coincidentally, this 
matches the time step for a particle to 
cross the airfoil

We eliminated using time steps < 0.004 sec



Time step of 0.0002 determined to be our required 
time step size for temporal convergence

26

The results did not change in substantial 
ways when the time step was decreased by 
an additional order or magnitude
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Time step size CRITERIA

Resolve structural 

dynamic mode of 5 

Hz

Resolve flow 

structures on 

time scale of 

flow past airfoil, 

tchr =0.0035

DT dt 0.0035

Non

Dimen

sional physical samples / 5 Hz cycle tchr / dt

(-) (sec/sample) (N) (N)

1 121.88 0.02 10 0.175

2 60.94 0.01 20 0.350

3 24.38 0.004 50 0.875

4 21.2 0.00348 57 1.006

5 20 0.00328 61 1.066

6 15.23 0.0025 80 1.400

7 12.19 0.002 100 1.750

8 7.62 0.00125 160 2.800

9 6.09 0.001 200 3.500

10 3.05 0.0005 400 7.000

11 1.22 0.0002 1000 17.500

12 0.12 0.00002 10000 175.000

(Ignore the blue line for a moment, please)



Stability changes with subiteration criteria

Results from 3 simulations are shown
All have the same time step size: dt = 0.004 seconds 

(non-dimensional time = 24)

Simulation 1:  2% Temporal Error Criteria applied 

to subiteration level (1000 subiterations maximum) 

(Blue trace)

Simulation 2:  25 Subiterations per global time step.

(Brown trace)

Simulation 3:  Start with the stable, converging 

solution of Case 2.  Alter the subiteration criteria to 

match Case 1. (Green trace)

Note that the damping of the system with the 

changed criteria is different from the damping that 

occurs if the system is initialized with the 2% 

temporal error convergence criteria.
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Dynamic
pressure

zeta of flutter 
mode

Frequency of 
flutter mode

Static aeroelastic
twist angle

Maximum 
Subiterations

Temporal 
Error 

Criterion

Initial 
generalized 

velocity 
impulse size Time step size

psf Hz degs addnl twist
%

(seconds)
169 -0.01015 4.10349 -1.03397 1000 10 5 0.0002
152 -0.00033 4.2214 -0.8771 1000 10 5 0.0002
135 0.005936 4.33625 -0.73726 1000 10 5 0.0002

1 135 0.006407 4.33595 -1.14676 25 666 5 0.0002

2 135 0.005973 4.33682 -0.73727 1000 10 5 0.0002

3 135 0.005934 4.33909 -0.73727 1000 2 5 0.0002

4 135 -8.83E-05 4.37716 0.677878 25 666 5 0.002

5 135 0.001901 4.33805 -0.73728 1000 20 5 0.002

6 135 0.002959 4.35919 -0.73726 1000 10 5 0.002

7 135 0.006209 4.33688 -0.73726 1000 5 5 0.002

8 152 0.001121 4.21725 -0.77786 15 666 5 0.0002

9 152 -0.00033 4.2214 -0.8771 1000 10 5 0.0002

10 152 1000 2 5 0.0002

11 152 0.001795 4.2213 0.789304 15 666 5 0.002

12 152 -0.00127 4.25322 0.66719 25 666 5 0.002

13 152 0.001795 4.2213 -2.2281 1000 10 5 0.002

14 152 0.001805 4.22026 -0.92021 1000 10 0.5 0.0002

15 152 -0.00033 4.2214 -0.8771 1000 10 5 0.0002

16 152 -0.01104 4.1959 -1.03573 1000 10 10 0.0002

17 152 0.001255 4.21969 -1.64628 1000 10 5 0.004

18 169 -0.01015 4.10349 -1.03397 25 666 5 0.0002

19 169 -0.00844 4.09026 -1.197 1000 10 5 0.004

20 169 -0.00931 4.08679 0.496025 1000 10 5 0.00125

21 169 -0.01015 4.10349 -1.03397 1000 10 5 0.0002

22 169 -0.00593 4.11216 -0.9892 1000 10 0.5 0.0002

23 169 -0.00881 4.10264 -1.49106 1000 10 2.75 0.0002

24 169 -0.01015 4.10349 -1.03397 1000 10 5 0.0002

25 169 -0.01268 4.20852 0.054148 1000 10 10 0.0002

26 169 -0.0071 4.12665 -1.03397 25 666 5 0.002

27 169 -0.00904 4.08552 -1.23988 1000 10 5 0.002

28 169 0.030952 4.15415 -2.25098 1000 20 5 0.004

29 169 -0.00853 4.08754 -1.66157 1000 10 5 0.004

30 169 -0.00836 4.09151 0.437936 1000 5 5 0.004

31 169 -0.00935 4.08666 -2.80293 1000 2 5 0.004

•Flutter runs 
perfomed at 
Mach 0.74, a=0°

•Medium Grid, no 
limiter

•For time step 
sizes ≤ 0.004 
seconds
(DT ≤ 24)

666 = no criteria used; fixed # subiterations



Varying the 
temporal error 
criteria

Results shown are 
169 psf
dt = 0.004 seconds
Initial velocity kick amplitude 5



Damping results

• Mach 0.74, 0 degs
angle of attack

• Medium Grid

• No flux limiter

• Time step sizes ≤
0.004 seconds
(DT ≤ 24)

• Initial generalized 
velocity kick size = 5

We eliminated using fixed subiterations and temporal error criteria < 10%



Requirements on our computations for declared 
temporally converged simulations

Declared flutter as 

152 psf

• Time step 0.0002 
seconds

• 10% temporal error 
criteria



Prediction of flutter demonstrated to be a strongly a 
function of combined temporal and spatial effects

COARSE Grid

MEDIUM Grid

FINE Grid

Convergence assessment was very expensive:
• The flutter solutions were used for convergence assessment.
• No reliable intermediate parameter was found to represent the 

goodness of the flutter result.

Coarser grid required more 
work (subiterations) to 
converge each time 
accurate solution (global 
time step)



Summary

• Convergence study simultaneously included:

• Spatial grid refinement

• Global time step refinement

• Convergence level per global time step

• Convergence study should be performed for different flow fields (i.e. 
different Mach number and angle of attack domains)



FIN



More results



135 psf: 
Varying time 
step size and 
temporal error 
criteria



Current FUN3D results:
spatial and temporal convergence
AePW-2 Case#2 Flutter results

37



Q 169, DT 24: Limit  cycle oscillation onset details
2% temporal error convergence

In almost all cases examined, 

LCO was generated only when 

the simulation failed to 

converge.

For some solutions, this 

behavior preceded critical 

failure of the code (negative 

volumes), but in most cases it 

did not.

The damping changes and limit 

cycle behavior onset occurs 

just after the temporal error 

convergence

criterion of 2% is no longer 

met.

This doesn’t say that the LCO 

prediction is NEVER a 

prediction of the physics. 

Neutral stability = flutter onset 

= LCO.



Q 169, DT 24: Limit  cycle oscillation onset details
5% temporal error convergence

The temporal error convergence

criterion is met for as long as I have 

run this solution.  The largest number 

of subiterations required is nearly 400, 

just as LCO onset occurs.

Interpretation?  #1: Numerical

There is numerical damping that is being added to 

the system.  It is minimized by making the 

temporal error convergence specification small.  

As the amplitude gets larger, the numerical 

damping that is added is larger.  

At a point in the solution, the residuals bounce 

about rather than converging any further.  This 

bouncing, for this case, is within the 5% temporal 

error limit, but outside the 2% temporal error limit.

HMMM.  If it is strictly tied to the amplitude, a 

solution with a different initial input step will go to 

the same amplitude (physical amplitude?  Modal 

amplitude?) before the convergence criteria on 2% 

fails and still the 5% criteria will not fail there?

Interpretation? #2: Physical

Since the structural model implemented here is 

linear, any physics-based (i.e. real) LCO must be 

tied to nonlinearities in the aerodynamics.  

If this is a real, physical, LCO, then does this say 

that the aerodynamic behavior has been driven to 

a resonant behavior?  



Q 169, DT 24: Limit  cycle oscillation onset details
5% temporal error convergence

The temporal error convergence

criterion is met for as long as I have 

run this solution.  The largest number 

of subiterations required is nearly 400, 

just as LCO onset occurs.

Interpretation?  #1: Numerical

There is numerical damping that is being added to 

the system.  It is minimized by making the 

temporal error convergence specification small.  

As the amplitude gets larger, the numerical 

damping that is added is larger.  

At a point in the solution, the residuals bounce 

about rather than converging any further.  This 

bouncing, for this case, is within the 5% temporal 

error limit, but outside the 2% temporal error limit.

HMMM.  If it is strictly tied to the amplitude, a 

solution with a different initial input step will go to 

the same amplitude (physical amplitude?  Modal 

amplitude?) before the convergence criteria on 2% 

fails and still the 5% criteria will not fail there?

Interpretation? #2: Physical

Since the structural model implemented here is 

linear, any physics-based (i.e. real) LCO must be 

tied to nonlinearities in the aerodynamics.  

If this is a real, physical, LCO, then does this say 

that the aerodynamic behavior has been driven to 

a resonant behavior?  

Decision that was made:
Simulation is prediction a physically unstable aeroelastic system.
Damping extracted from boxed region of the data.



Q 169, DT 24: 5% temporal error convergence
Number of subiterations required for convergence to 5%; initial 
divergent section of time history

Generalized displacement

was scaled and biased for

overplotting purposes.

The intent is to show the

Correlation between the 

phase and the number of 

subiterations.



Q 169, DT 24: 5% temporal error convergence
Number of subiterations required for convergence to 5%; portion of 
time history after LCO onset



Time accurate solutions produced the same range of pressure 
distribution.  Initial location of the shock from the steady distribution 
was irrelevant to the range of shock motion observed in the time-
accurate simulation



FUN3D



The time change in volumetric quantities is defined as R.  The derivative wrt time is approximated by a series 
expansion.  This series is evaluated at a time step, n+1;  The quantities at time n+1 are functions of the previous time 
step.  The f in the equation below are the coefficients of that expansion at the  denoted time steps. In the initial 
approximation, given by equation 4 of the reference, the f are generic.  However, the sequence of f that is chosen or 
implemented defines the backward difference formula (BDF) that is applied.
The choice of f governs the accuracy of the temporal discretization.
As the bullet below says, a Nth order BDF is implemented, and it was chosen to linearize R about time level n+1. The 
equation below is the means by which the solution is advanced in time in FUN3D.

At each m subiteration, the linear system of the equation is iteratively solved using a user-specified number of 
“Gauss-Seidel sweeps with multi-color ordering.”
The pseudo-time term tries to make up for the errors introduced by this linearization. The right hand side of the 
below equation is the 
subiteration residual.

Ref:  Biedron & Thomas, 2009, Recent Enhancements to the FUN3D Flow Solver for Moving-Mesh Applicatios

FUN3D implementation: Time-discretization



FUN3D implementation: Temporal Error Control

• Converging the subiteration residual to machine zero is usually not done.

• Balance must be struck between cost and accuracy (i.e. perform just enough 
subiterations to obtain a result that is “essentially unchanged” by additional 
subiterations.

• For the BDF schemes: 

• Estimate the temporal error incurred at each time step (Do this by calculating the 
residual contribution with 2 different levels of approximations of the time derivatives.).  

• Specify a percentage of the temporal error norm to use as an exit criteria for the 
subiteration process.

• Equations to do these steps are shown on the following slide, taken directly from the 
reference

Ref:  Vatsa & Carpenter, 2005, Higher order temporal schemes with error controllers for unsteady Navier-Stokes equations



Ref:  Vatsa & Carpenter, 2005, Higher order temporal schemes with error controllers for unsteady Navier-Stokes equations



The following slides were taken from

• Bob Biedron’s slides:

• Fun3D v12.4 Training

• Session 10: Time dependent simulations

• March 2014



















The following were taken from:

• Bob Biedron’s slides:

• FUN3D v12.7 Training

• Session 16: Aeroelastic Simulations

• June 2015











General 



Consider the subtleties of the higher dimensional cases:

• Consider the two-dimensional case

• and the n-dimensional case
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Notes on interpreting and applying these concepts:
The grid spacing isn’t required to be the same for the different grid directions, but should be related to the velocity in that 
component direction, with consideration of the chosen time step.

Can the Courant number criteria be applied as an independent assessment for each of the component directions?
The implication in using the combined criterion is that the non-flow-wise directions contribute little to the Courant 
number.  

An approach is to use the grid density in one spatial direction to set the time step and then use that time step to set the 
grid density in the other directions (or verify that those directions comply with the observability rule).

The additive relationship above provides a conservative methodology for considering the directions simultaneous.



And further  notes from CFD online

• The value of Cmax changes with the method used to 
solve the discretized equation.

• Explicit (time-marching) solvers typically use (or 
require) Cmax =1 <to produce a stable solution>

• Implicit (matrix) solvers are usually less sensitive to 
numerical instability so larger values of Cmax may be 
tolerated

The above requirements on CFL number are solely to address 
the issue of stability of hyperbolic equations.
They do not address the requirements for resolving flow 
features.



Suggested rule of thumb from Spalart:

“A CFL number of approximately 1 is necessary for accurate prediction 
of large eddies, which is  a requirement in both grid spacing and time 
step”

max/ Utxo 

oxwhere             is the grid spacing in the LES focus region and            is the 
maximum velocity in that region

maxU

Jen’s notes to self:  Parenthetically, CMM says that Umax can safely be assumed to be 1.5 to 2 times higher than 
the freestream velocity.  In general, this seems like a safe assumption- the locally-accelerated flow will result in 
a shock and prevent it exceeding this 1.5 to 2 times limit? Under what circumstances might you get supersonic 
bubble for very low subsonic flow? To me this seems like one case where the parenthetical might be wrong.  
The other case that occurs to me is for vortical flow.  Something swirling around has a higher point velocity 
because it is rotationally moving in addition to translationally moving.  But U is the stream-wise component? So 
this isn’t a contributor?  Or is U being used in a more generic sense?  What about x?  Is it being used in a 
generic sense or only  in the steam-wise direction?  



CFL number

• Courant-Friedrichs-Lewy (CFL) condition

• A stability criterion for hyperbolic equations

• From CFD Online Wiki:

• … for example, if a wave is moving across a discrete spatial grid and we want 
to compute its amplitude at discrete time steps of equal length then this length 
must be less than the time for the wave to travel to adjacent grid points

• When the grid point separation is reduced, the upper limit for the time step 
also decreases

• Courant number, C: (for 1-dimensional case)
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CFL number comments from 
Cummings, Morton & McDaniel

• If the CFL number or the Courant number is less than 1, the grid and time step are 
sufficiently sized to capture flow phenomena that occur at the given velocity.  A 
very small Courant number may indicate that the time steps are being wasted and 
could be made longer.

• If the CFL number is greater than 1, the time step is too large relative to the grid 
size.
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On grid sizing within the unsteady flow structure

• Cummings, Morton & McDaniel suggest that at least 5 grid points (or 
cells) are required to model a large-scale flow feature correctly, meaning 
that the grid needs to be at least 5 times less than the smallest flow 
structure resolved by LES (referencing Spalart[7] and Schiff[8]).

• Interpretation and experiences from experimental data processing:
• This is akin to the data processing rule of thumb of using a factor relative to the Nyquist frequency 

to discern the highest frequency of interest.  Here, they use a factor of 2.5 (My personal guideline is 
a factor of between 2 and 5 depending on the data quality and the resources available.) on the 
spatial frequency that they are trying to resolve, relative to the spatial Nyquist. They are only using 
a factor of 2.5 on the spatial Nyquist.  They are saying that you need 5 grid points per cycle.  
Nyquist would say that you need 2 grid points per cycle.  5/2 = 2.5.  So they are actually at the 
lower end of my personal guideline.  

• But…  they should be able to resolve a flow structure with only 2 samples per period.  In a nice 
perfect CFD world without any noise, this should be more achievable than with experimental data.  
This also, however, implies that the flow structure is sinusoidal.  Need to examine the quoted 
references to see if they just weren’t confident or satisifed with their results generated with 2 
samples per period…



On grid sizing within the unsteady flow structure

• Cummings, Morton & McDaniel suggest that at least 5 grid points (or cells) 
are required to model a large-scale flow feature correctly, meaning that the 
grid needs to be at least 5 times less than the smallest flow structure resolved 
by LES (referencing Spalart[7] and Schiff[8]).

• Interpretation and experiences from experimental data processing:

• Akin to data processing practices of using a factor relative to the Nyquist
frequency to discern the highest frequency of interest. Practitioners 
generally use a factor between 2 and 5 based on personal preference,  
quality of data set, resources available. (here, this is temporal)

• The CMM comment is regarding the spatial frequency, relative to the 
spatial Nyquist. They are saying that you need 5 grid points per cycle.  
Nyquist would say that you minimally need 2 grid points per cycle.  5/2 
= 2.5. Compare this to the 2-5 factor used by data processing 
practitioners



AePW-2 Analysis Codes Utilized

Linear
RANS, 

Uncoupled
Euler, 

Coupled
RANS, 

Coupled
Hybrid 

RANS/LES

• MSC NASTRAN • SU2 • OpenFoam

• CFD++

• Aero

• EZNSS

• Edge

• FUN3D • Edge

• EZAir • FUN3D

• Star_CCM+ • EZAir

• Loci/Chem

• Fluent

• CFX

• SUMAD
• ENFLOW

• NSMB


